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Abstract: 1990s were the years of enormous growth of information exchange. Rapid development, augmented coverage and wide accessibility of Internet have been the key factors of that amazing growth. People’s access to economic and financial data was one of the major areas in which new trends and patterns of usage were observed. Owing to the elevated importance of financial information in today’s sophisticated markets, it is hypothesized that the linkage between data access patterns and economic events should display some regularity. In addition, one should be able to explain part of the irregularities. This study examines the access statistics of the Central Bank of Turkey’s Electronic Data Delivery System on these grounds.
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1. Introduction

It is common knowledge that what is priced in financial markets is information rather than the content of the information. At the bottom line, assets are traded and priced in financial markets but the amount and quality of information on these assets seem to gain an ever increasing importance. Moreover, general economic data have gained an enormous pace both in terms of volume and coverage. There is a common understanding that more and more information shall yield higher market efficiency. 

Information has never been as important as it is today. In line with the development of major governance principles, such as transparency and accountability, information became a central asset. In this conjuncture, economic agents are faced with independent institutions which regularly provide data on their policy actions. Importance of data dissemination, then, is discussed under improved governance. Indeed, it is practically impossible to be transparent, accountable and independent without state of the art data dissemination and delivery. 

Owing to the elevated importance of financial information in today’s sophisticated markets, it is hypothesized that the linkage between data access patterns and economic events should display some regularity. In order to come up with a solid understanding of these issues, one should examine whether people really access official statistics, what the extents of use are and whether these tell anything at all. More importantly, if we expect some regularity, we may fairly expect some irregularities, as well. It is also important then to explain whether these irregularities are connected to economic events.

On these grounds, this study examines the access statistics of the Central Bank of Turkey’s (CBT) Electronic Data Delivery System (EDDS).

2. Electronic Data Delivery System of the Central Bank of Turkey

EDDS is a dynamic and interactive system providing Internet access to statistical data. In its first version 500 time series were present. In 1994, EDDS was rearranged to serve also as a telnet implementation and opened to public in January 1995. Web based and graphical features were added in 1998 as of when the number of time series was about 1800; it now exceeds 35000. For more information, see http://evds.tcmb.gov.tr/yeni/cbt-uk.html.

3. Preliminary Framework

It is intuitive that access to financial data is closely related to economic and technological developments. Fundamental analysis of economic events has always been of remarkable interest. In addition, the development of the data resources and facilitation of new access channels helped numerical analysts in a number of ways. Formally, we treat the access to online economic data supposing that it can be decomposed into two major components: One reflecting the natural/baseline trend of data access while the other reflects the deviations from the trend. Such a treatment, indeed, not only helps us to understand the dynamics of data access better, but also helps us to establish numerical models.

Regarding the baseline trend of online data access, three major underlying sources can be addressed. The first one is the evolution of the general trend in Internet access: Especially after 1995, the Internet became the major source of reference in many areas. The second source of the baseline trend is the expansion of coverage: As time passes more data series are disseminated. Enriched coverage should be then implying an increased pace and volume of data access. Finally, improved policy making framework and increasing extent of transparency also feed the trend.

More importantly, Internet-based production of information is a self-augmenting process, that is, once a piece of information is disseminated through the Internet, almost all subsequent references to this information are also carried out over the Internet. Intuitively, this process should be displaying an exponential growth pattern. In empirical terms, one can imagine this pattern as a long-term trend series which is to be extracted out of original data access data.

On the other hand, an understanding of the baseline trend, even if it is quite sophisticated and appealing, may not be enough. Our research, hence, should be appropriately addressing the deviations from the baseline trend. This is because of the expectation that deviations from the baseline trend should also include some regularity. 

We refer to three main sources of deviations. The first is referred to as the calendar effects. This simply covers the day of the week and (national and religious) holiday effects. The second source is named as dissemination effects. Effects of the data dissemination calendar and policy announcements on the data access counts constitute the dissemination effects. The last source of deviations is about the periods of elevated uncertainty. Episodes of political and economic tension establish the basis of deviation in that respect.

4. Empirical Analysis

4.1. Data

Usage data on EDDS have been available for the period from June 12, 1998 to October 31, 2007. However, there has been no documented reason as to why the dissemination of that series was suspended. Furthermore, usage data are discontinuous from November 1 2005 to December 31 2005. This black-out period imposes some limitations on empirical analysis. A pictorial presentation of data can be viewed in Figures 1 through 4.

4.2. Model

Our empirical models of data access address the baseline trend and the deviations from it. Regarding the baseline trend, there is no solid reason for not assuming that general trend in Internet data access simply follows geometric growth. An autoregressive process might facilitate the process fairly well. By using an autoregressive form, one can incorporate the general trend in Internet access into the picture. Nevertheless, content growth and policy transparency may not be directly addressed unless there is specific data corresponding to them. Still, an autoregressive process is expected to cover the main sources of baseline trend.

Deviations from the baseline trend are mainly modeled by introducing disturbances to the autoregressive process. These disturbances are defined in terms of binary dummy variables, which are quite handy in terms of statistical estimation and several inferences. These dummy variables are intended to span a quite large space of the day of the week effects, holiday effects and news effects.

Going into the details of the above-mentioned general approach to modeling, one should clarify what statistical form the estimating equations shall display. In specific, it is important how the variability in data is addressed and how residual terms are modeled. In this study, we employ the EGARCH (Exponential Generalized Autoregressive Conditional Heteroskedasticity) method to estimate the hypothesized effects. Where 
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 is the dependent variable and t is the time, the EGARCH model is defined as:
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where 
[image: image7.wmf]t

e

 has identically independent generalized error distribution, with 
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 standing for the asymmetry term and the scale parameter. The first equation is the mean equation and it is used to measure the key economic relationship of interest. The other equations facilitate the dynamics of the residuals, where the third equation is often named as the variance equation. In the variance equation, exp stands for the inverse of the natural logarithm operator; 
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 stands for the constant term; 
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 is the coefficient on the lagged squared residual; and 
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 is the coefficient on the lagged squared variance. The variables packed in the vector 
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 has a normal distribution is clearly too strong an assumption, it is assumed to have a generalized error distribution.

As one of the key questions of this paper is whether there was any pattern in the deviations of daily EDDS data access figures from trend, it is important to pinpoint the calendar effects appropriately. In the literature a large amount of efforts has been devoted to find out the same in a stock market context. The literature cited in the full-length version of the study can be viewed in the References section.

4.3. Estimates

An array of models has been estimated in order to investigate the calendar effects on EDDS data access counts. The models range from OLS to EGARCH with variations with respect to inclusion of calendar effects in the specifications.

Change in daily data access counts is interpreted as “return”. That is, if the count is increasing on a certain day, it is taken as a sign of increasing benefit out of data, and vice versa. The coefficients of the variance specification, then, become indicators of risk. If the conditional variance is higher on a certain day, or for another categorical variable, this day is said to have associated with higher risk.

Based on least squares (OLS) estimates: (1) calendar effects are present, (2) subsamples suggest clues about the changing data download or usage habits, (3) significance of chronological variables is not robust up to variable definitions. As OLS is not reliable enough, owing to the very structure of the data, all specifications have been re-estimated using EGARCH. Based on this: (1) calendar effects are present, (2) subsamples reflect different and/or changing behavior, (3) chronological variables do possess a changing impact. These findings are, to a large extent, preserved when (a) we use deviations from trend instead of percentage changes, (b) we use the full-sample rather than separate sub-samples. When the analysis is repeated with monthly data (where calendar effects have to be omitted), chronological variables gain significance. That is, people’s access to economic data is affected by the major economic and/or political events.

All in all, the “return” interpretation of the “changes in data access counts” proves useful in the sense that there exist some patterns in people’s access to EDDS data. These patterns are not necessarily the same in our two subsamples. They are not necessarily the same in the mean versus variance equations, either. Nevertheless, simple models presented up to this point indicate that there might be an interesting and important volume of information embedded in the Internet data access to EDDS. Regarding important chronological events rather than ordinary calendar effects, there is some evidence that people visit EDDS more during and prior to important events. Note that, this evidence is not that apparent in daily data set and only be extracted from the monthly version of data.

5. Concluding Remarks

This paper is aimed as a first attempt to investigate whether there can be specific patterns in Internet access to official economic data. Such motivation is not hand-made, since one can fairly expect that people access economic data based on some well-known factors: Data arrive with respect to a previously known calendar. Several economic decisions are announced on certain days of the week or month. People do have habits in certain weeks/months or on certain days of the week. All these factors seem to be enough for conducting formal analysis.

Existence of a long-run trend in data is more trivial. Owing to the developments in informatics, Internet-based technologies and improved access to physical infrastructure, people’s access to online resources is already on a rapidly growing path. Merging this latter observation with the former one, this paper tries to understand whether the deviations of data access counts from long-run trend are significant or not.

Having estimated an array of specifications ranging from OLS to EGARCH, some significant patterns were observed in the data. In each of the cases of which we have employed subsamples or the whole sample, intuitive calendar effects were apparent.

	Figure 1. Number of EDDS Queries – Original Data

	Daily Observations
	Monthly Observations
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	Left – Blue segment (H1): June 12 1998 - November 1 2005, Red segment (H2): January 1, 2005 – October 31, 2007. Right – Same periods, monthly totals.


*

	Figure 2. Number of EDDS Queries – Baseline Trend

	Daily – HP Filtered
	Monthly – HP Filtered
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	Left – Blue segment (H1HP): June 12, 1998 - November 1, 2005, Red segment (H2HP): January 1, 2005 – October 31, 2007. Number of queries was subject to HP filter separately for the two periods.


	Figure 3. Number of EDDS Queries – Deviations from Baseline Trend

	Deviations from Daily HP Trend
	Deviations from Monthly HP Trend
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	Left – Blue segment (H1CYC): June 12, 1998 - November 1, 2005, Red segment (H2CYC): January 1, 2005 – October 31, 2007. Right – Same periods, deviations from monthly HP trends.
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	Figure 4. Baseline Trend (HP) and Monthly Averages
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	Blue segment (LHHH1HP): June 12, 1998 - November 1, 2005, Red segment (LHHH2HP): January 1, 2005 – October 31, 2007. Green line (LTOTHHHHPAVG) has been obtained as the HP filtered version of the monthly data access figures, graphed against the daily horizontal time axis. Missing November 2005 and December 2005 data were taken as equal to those of October 2005 and January 2006, respectively. All figures are natural logarithms. 
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